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Project introduction

• University:       Leiden University, the Netherlands

• Topic:                Class imbalance classification through semi-supervised and active learning

• Funding:           EU Marie Skłodowska-Curie Actions (MSCA) ITN project ECOLE (grant NO. 788186)

• Cooperation:   University of Birmingham, Honda Research Institute (HRI) Europe, NEC Europe

EU MSCA-ITN project



Hyperparameter Optimisation for Improving Classification under Class Imbalance

• Challenge

• Resampling techniques

• Hyperparameter optimisation

Research background
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Thesis and research goals
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Methodology

Hyperparameter optimisation for improving classification under class imbalance

• Resampling techniques (SMOTE, ADASYN and etc.)

• Hyperparameter optimisation (HyperOpt)

• Data complexity (Maximum Fisher’s Discriminant Ratio (F1))



Results and future plan

Results

Future plan

• More data complexity measures
• Data complexity & choice of resampling techniques
• Applications of class imbalance techniques in engineering



Summary

• A significant improvement can be achieved for the dataset with high F1 value .

• It is necessary to study the data complexity before optimising the hyperparameters.

• The trade-off between time cost and expected performance improvement should be considered.

• More data complexity measures are worth studying in future research.
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